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**The higher-order-thought hypothesis is a proposed explanation of what it is for a mental state to be a conscious state and hence of how conscious mental states differ from mental states that are not conscious.**

**Introductory**

Any satisfactory theoretical treatment of consciousness must begin by distinguishing several phenomena to which the term ‘consciousness’ applies. We describe people and other animals as being conscious when they are awake and responsive to sensory stimulation. What it is for a creature to be conscious in this sense is primarily a biological matter and peripheral to cognitive science and related theory.

We also describe creatures as being conscious of various things, for example, when they sense those things or think about them as being present. Sensing and thinking are central to cognitive functioning, but their nature is not what theorists typically have in mind in discussing consciousness.

Rather, theorists have in mind primarily a third application of the term ‘consciousness’, by which we describe thinking and sensing itself as being conscious or not. It is this third use which dominates theoretical discussion about consciousness. The central issue is what it is for a mental state, such as thinking, sensing, and feeling, to be conscious, and more specifically what distinguishes the conscious cases from those which are not.

**Theories of Consciousness**

It is fundamental to a mental state’s being conscious that the individual in the state is aware of being in it. This is clear from consideration of mental states an individual is unaware of. If somebody is altogether unaware of thinking, feeling, or sensing something, that thinking, feeling or sensing does not count as conscious. Part of what it is for a state to be conscious is that one is conscious of being in that state.

Some theorists deny this, arguing that we are never conscious of our conscious states (Searle,
1992), or at least that conscious states occur without one’s being conscious of them (Dretske, 1995). Thus Dretske, for example, urges that a state’s being conscious consists not in one’s being conscious of it, but in one’s being conscious of something by virtue of being in that state.

This view has a disadvantage. Since sensing and thinking about things typically make one conscious of them, such states could not, on this view, occur without being conscious. Such theorists accordingly argue that the usual examples given of mental states that are not conscious are unconvincing. One especially common type of example does seem vulnerable to this charge. Armstrong (1978/1980) and others have appealed to the case of the long-distance driver who seems for a time not to notice the road consciously. But it may be that the driver notices the road consciously but simply does not at all remember doing so.

There are, however, other examples of mental states that more indisputably occur without being conscious. People often act in ways that betray some feeling, or belief, or desire of which they are wholly unaware until it is pointed out to them; this even happens with pains that are revealed by gestures or bodily movements. And people sometimes respond in a very fine-grained way to things that occur so far in the periphery of their visual field that they have no conscious perception of them.

Many experimental results confirm these commonsense observations (Merikle et al., 2001). In masked-priming experiments, subjects presented very briefly with two successive stimuli report not being aware of the first at all, even though that stimulus has a demonstrable effect on mental processing (e.g. Marcel, 1983a, 1983b). And blindsight subjects, in whom part of the primary visual cortex has been destroyed, deny seeing visual stimuli in the relevant area of the visual field, though they can be prompted to guess the visible characteristics of such stimuli with startlingly high accuracy (Weiskrantz, 1997). Though conscious sensing is absent in these cases, subjects’ behavior indicate the occurrence of sensing that is not conscious.

Some theorists have argued that it is circular to explain a mental state’s being conscious in terms of an individual’s being conscious of that state, since that would be to explain consciousness by appeal to consciousness (e.g. Goldman, 1993). But that explanation is not circular. Being conscious of something is sensing it or thinking about it as present. And, since we understand what it is to sense something or think about it even when that sensing or thinking is not conscious, we understand what it is to be conscious of something independently of knowing what it is for mental states to be conscious.

Even if a state’s being conscious consists in one’s being conscious of that state, theories divide about just how one is conscious of one’s conscious states. The traditional and most widespread view is that one senses or perceives one’s conscious states. But thinking about something can also make one conscious of that thing, and an alternative theory has been developed on which we do not sense our conscious states, but instead are conscious of them by having thoughts about them. It is useful to refer to the thoughts or sensations in virtue of which one is conscious of one’s mental states as ‘higher-order thoughts’ or ‘higher-order sensations’.

THE INNER-SENSE MODEL

The idea that we sense our conscious states has a long history. Locke (1700/1975) speaks of an ‘internal sense’ by which we are conscious of our mental states, and Kant (1787/1998) speaks of ‘inner sense.’ More recently, the idea has been defended by Armstrong (1978/1980) and by Lycan (1996).

Several factors suggest an account in terms of such higher-order sensing. For one thing, nothing seems to mediate between the the things we sense and our sensing them. And this intuitively unmediated character of sensing might explain why the way we are aware of our conscious states seems to be direct and immediate.

Another factor has to do with the qualitative character of conscious sensory experience. That qualitative character enters our mental lives through sensing; thinking has no qualitative character. So it may seem that the only way we could be conscious of this qualitative aspect of experience is by sensing it. A third source of the idea that we sense our conscious states is the sense we have that we are regularly and reliably conscious of many of our own mental states. And the best explanation for this may be that we monitor our mental states in the way that our exteroceptive senses monitor the environment (Armstrong, 1978/1980; Lycan, 1996).

But these considerations are far from decisive. Although nothing seems to mediate between our mental states and our consciousness of them, we need not appeal to higher-order sensing to explain that appearance of immediacy. Having thoughts about our mental states would also make us conscious of those states, and if we are aware of nothing mediating between those thoughts and the states they are about, our consciousness of those states would also seem to be unmediated.
Perhaps some monitoring mechanism in the brain does subservie our being conscious of many of our mental states, but monitoring need not be sensory. The brain monitors many bodily functions in ways that do not at all resemble sensing. What differentiates sensing from other processes are the distinctive qualitative properties that occur when we sense. When sensing is conscious, we are conscious of these distinguishing qualities, qualities that vary with what is sensed, though these qualities also occur without our being at all aware of them.

The third consideration that seemed to support the inner-sense model, namely, the qualitative character of sensing, actually provides a compelling reason to reject the model (Rosenthal, 1997). Although sensations and perceptual states exhibit distinguishing qualitative properties, the way we are conscious of our own mental states does not. This is evident when the states we are conscious of are thoughts, beliefs, desires, and other so-called intentional states; these states have no qualitative properties, and there is no qualitative character to the way we are conscious of them. But even when the states we are conscious of are qualitative, as with our sensations and emotions, the qualities belong to the states we are conscious of, not to the way we are conscious of them.

Some theorists describe the inner-sense model in terms of higher-order perceiving of mental states (Güzeldere, 1995). Since perceiving, like sensing, has qualitative character, a higher-order perception view faces the difficulty that no higher-order qualities occur. But perceiving not only has qualitative character, but also resembles thinking in having conceptual content. So, if we had higher-order perceptions of our mental states, we would still need to determine whether the qualities or conceptual content of the perceptions were responsible for our being conscious of our mental states. Compare Güzeldere (1995), who argues that the higher-order-perception model collapses into a model that invokes higher-order thoughts.

**THE HIGHER-ORDER-THOUGHT MODEL**

The two ways of being conscious of things are sensing them and having thoughts about them as being present. Since we are not conscious of our mental states by sensing them, the best explanation of how we are conscious of some of our mental states is that we have higher-order thoughts (HOTs) about them (Rosenthal, 1986, 1993; in press a, b). It would be explanatorily empty to insist that we are conscious of them in some third way unless we have an independent grasp of what that third way consists in.

Difficulties with the inner-sense view actually suggest the HOT model. The higher-order states in virtue of which we are conscious of our mental states lack qualitative properties, and a thought that something is present makes one conscious of that thing in a way that involves no higher-order qualities. If there is a brain mechanism that monitors mental states, it might well make one conscious of those states by producing HOTs about them. And, if those HOTs seemed to arise independently of any inference, it would seem subjectively as though one is conscious of one’s mental states in a way that is direct and unmediated.

It is important to distinguish between the ordinary way in which mental states are conscious and the focused, reflective way in which states can become conscious when we introspect them. The HOT model affords a natural explanation of this difference. The HOTs in virtue of which we are conscious of our mental states in ordinary, nonintrospective cases are not, themselves, conscious thoughts; HOTs make one aware of various mental states, but without one’s being conscious also of the HOTs themselves. When one introspects a state, one deliberately focuses attention on it. One thereby becomes aware not only of the introspected state, but also of one’s being conscious of it. So in these cases the relevant HOTs are themselves conscious thoughts (Rosenthal, 2000a).

Because HOTs need not be conscious, and indeed usually are not, people will normally be unaware of their presence. The occurrence of HOTs is not established by our being aware of them, since we are conscious of them only in the special case of introspection. HOTs are theoretical posits whose occurrence is established by theoretical considerations of the sort sketched above.

These considerations help dispel a certain misunderstanding. It is sometimes held (e.g. Block, 1995a; Chalmers, 1996) that the HOT model explains only introspective consciousness. That would be so if the model appealed only to conscious HOTs, establishing their occurrence by way of subjects’ reports. But the HOTs the model invokes typically are not conscious, and they are intended to explain ordinary, nonintrospective consciousness.

A HOT is a thought to the effect that one is in a particular state, and so makes reference to oneself. Such reference to the self does not require any sophisticated concept of the self, but only a concept strong enough to distinguish oneself from...
everything else and to form thoughts about the self thus distinguished (Rosenthal, in press c). Nor do HOTs need to describe their target states in terms of some concept of the mind; they can describe those states simply in terms of their role in perceiving, or thinking or in information-processing terms.

VARIANT HIGHER-ORDER-THOUGHT THEORIES

A number of variants HOT theories have been put forth. Some differ in only minimal ways from the hypothesis just described. For example, Mellor (1977–78) appeals to second-order beliefs to explain only what it is for beliefs to be conscious, and denies that such an explanation works for any other types of mental state. But the foregoing arguments apply equally to all types of mental state. And Rolls (1998) has argued for a model on which the HOTs must be linguistic in character. Since Rolls construes being linguistic to cover any syntactically composite mode of representation, this again is at most a slight modification of the model.

Brentano (1874/1973) argued that the higher-order state in virtue of which one is conscious of a mental state is internal to the target state in question. Brentano’s examples are largely perceptual, which leads Brentano to see the higher-order state as being perceptual as well; so his view may be best construed as a variant of the higher-order sensing model. Others have advanced views, however, that posit HOTs that are internal to their targets (Kobes, 1996; Gennaro, 1996).

But no view on which HOTs are internal to their targets is likely to succeed. Intentional states are individuated not only by their content but also by mental attitudes, such as mental affirmation, doubt, wonder, hope, and the like. Just as no single state can have two distinct contents, so no single state can exhibit two distinct mental attitudes. The mental attitude of HOTs is always assertoric; HOTs affirm that one is in a particular state. But, if HOTs were internal to their targets, then a conscious case of wondering something would exhibit the mental attitudes both of wondering and of affirming. So HOTs cannot in general be part of their targets. Similar considerations apply to Brentano’s perceptual variant, since every perceptual state belongs to some sensory modality, and none of those standard modalities is suitable for making one conscious of one’s mental states.

On another variant of the model developed by Carruthers (1996, 2000), a state need not be the object of an actual HOT to be conscious; it is enough that the state simply be disposed to cause a HOT about it. One main motive for this variant is that it avoids the high cost, both in computational capacity and cognitive space, of having actual HOTs for each of one’s conscious states.

But that consideration is not all that compelling. HOTs very likely take less to implement cortically than their targets, since a HOT simply represents one as being in a particular state; so their causal connections will likely be far less complex than those of the perceptual and cognitive states the HOTs are about. And, since cortical capacity is known to be far from fully utilized, the cost of implementing actual HOTs is unlikely to be significant. Introspection makes this objection seem more pressing than it is. Because we are never conscious of many thoughts at once, it seems that we could not have many HOTs. But HOTs are seldom conscious, and we could have many at once that are not conscious. And introspection cannot be a reliable guide to the mind’s nonconscious operations.

The principal reason for a higher-order account is to explain how we are conscious of all our conscious states. But being disposed to have a thought about something does not make one conscious of that thing. So the question arises about how a state’s being disposed to cause a HOT could result in one’s being conscious of that state.

Carruthers’s answer appeals to a particular theory of mental content. On that theory, the content a state has is a matter of what it is disposed to cause. So Carruthers argues that a state’s simply being disposed to cause a HOT can confer suitable higher-order content on the state itself. Both teleological (e.g. Millikan, 1984) and inferential-role (e.g. Block, 1986; Peacocke, 1992) theories of content might allow for this result. A state’s having such higher-order content directed upon itself would then explain why one is conscious of being in that state.

This reply faces several difficulties. For one thing, these theories of content are far from uncontroversial, and it is preferable to have one’s theory of consciousness committed to as little as possible that is not widely accepted. Moreover, since the higher-order content in virtue of which one is conscious of the state is internal to the state itself, the dispositional theory would face the difficulty about mental attitudes that faces any model on which the higher-order state is internal to its target.

Most important, any state with suitable first-order content would, on this model, have dispositional properties that result in its having higher-order content. So one would be conscious of any state that had that first-order content. Since a
state’s being conscious or not would depend on its first-order content, the model seems unable to explain how states of a given type can sometimes be conscious and sometimes not.

HIGHER-ORDER THOUGHTS AND SPEECH

It is widely accepted that, given a creature with suitable linguistic capacities, a mental state’s being conscious coincides with that creature’s ability to report noninferentially that it is in that state. Indeed, it is likely that this ability to report mental states noninferentially is what underlies the traditional intuition that we have special access to our mental states (Sellars, 1963).

This fits well with the HOT hypothesis. A noninferential report that one is in some mental state expresses one’s thought that one is in that state, a thought that seems subjectively to rely on no inference. And it is arguable that the best explanation of this ability to report one’s mental states noninferentially is that one actually has the HOTs that those reports would express (Rosenthal, 1993).

Some theorists hold that we cannot introspectively seem to be in a state that we are not in (e.g., Nelkin, 1996). Moreover, the seemingly noninferential character of our HOTs may suggest that they reflect some special access we have to our mental states. But thoughts need not be accurate, and thoughts about one’s own mental states are no exception. Our consciousness even of what states we are in can be erroneous.

This is evident from compelling experimental findings in which subjects report thoughts and desires that they do not actually have. As with reports of thoughts and desires that do occur, these confabulations tend to make ex post facto sense of subjects’ behavior, by rationalizing that behavior or by conforming to expectations or preconceived ideas. But in these cases evidence exists that subjects do not actually have the thoughts and desires they report (Nisbett and Wilson, 1977). Such confabulation appears to happen even with qualitative states, such as bodily or perceptual sensations (Staats et al., 1998; Holmes and Frost, 1976).

These findings again fit well with the HOT model. When one confabulates being in some mental state, one is conscious of oneself as being in that state. And consciousness is a matter of how one appears to oneself. So, if one has a HOT that represents one as being in some state, there is nothing subjectively, from the point of view of consciousness, that could enable one to tell whether any such state actually occurs.

When one thinks that something has a certain property, one in effect interprets that thing as having the property. So having a noninferential HOT that one is in some mental state amounts to spontaneously interpreting oneself as being in that state. This echoes Dennett’s (1991) interpretivist account of consciousness. But Dennett (1987, 1991) holds that one’s being in a mental state at all, independent of whether that state is conscious, is a matter of one’s being subject to some appropriate interpretation. The HOT model does not endorse that more general view.

Because conscious states are sometimes confabulated, the states one is conscious of oneself as being in do not always exist. So we cannot describe a conscious state as a state that bears some actual relation to a HOT. Rather, a state’s being conscious must consist in its being the intentional object of a HOT, the object that the thought seems to be about. And, because the state may not actually occur, we also cannot require that it cause the HOT.

OBJECTIONS

The HOT hypothesis is sometimes seen as a claim about the concept of a mental state’s being conscious (Goldman, 2000). Construed as a hypothesis about conceptual analysis the hypothesis is implausible, since it seems conceivable that a state accompanied by a HOT could fail to be conscious (Balog, 2000; Rey, 2000). But the HOT model is best taken not as a conceptual claim, but as an empirical hypothesis about the nature of consciousness. On that construal, though we can conceive of a state’s being accompanied by a HOT without being conscious, it turns out empirically that this never happens. One might also object that any specification of the nature of consciousness purports to state a metaphysical necessity, and the HOT hypothesis is not metaphysically necessary. But, even apart from the difficulty of determining what is metaphysically necessary in a way that is not question begging, it is arguable that the HOT hypothesis is necessary if at all only in the way in which truths of natural science are.

It is sometimes argued that the stipulation that HOTs be noninferential is arbitrary, since it should not matter to a state’s being conscious whether the accompanying HOT is caused by an inference (Byrne, 1997; Seager, 1999). But the aetiology of the HOT does not matter, only the appearance of aetiology. A state is conscious only if we are conscious of it in a way that seems spontaneous and noninferential. As long as it seems that way, it does not matter how it is caused. Nor is there any
problem about establishing a causal or other connection between HOTs and their targets, as Natsoulas (1993) argues, since the targets are simply whatever states the HOTs are about.

Having a thought about something normally has no effect on it, and in particular does not make that thing conscious. So it may be objected that having a thought about a mental state could not result in that state’s changing from not being conscious to being conscious (Block, 1995b; Byrne, 1997; Rey, 2000). But when a state becomes conscious that is not a change in the state itself, but only in whether one is noninferentially conscious of it; being conscious is not an intrinsic property of mental states.

Still, an objector might persist, since having a noninferential thought about a physical object does not result in that object or state’s being conscious, why should having a HOT about a mental state result in that state’s being conscious? But the only way objects might be conscious is the way a creature can be, by being awake and responsive to sensory input; objects cannot be conscious in the way mental states are. Still, having noninferential thoughts about states of one’s liver presumably would not make those states conscious (Block, 1995b). But not every state can count as conscious. A state can be conscious only if being in it, even when the state is not conscious, results in one’s being conscious of something, and states of the liver do not qualify (Rosenthal, 2000b).

Dretske has argued that a mental state’s being conscious cannot consist in one’s having a HOT about it, since there are cases in which a state is conscious without one’s being conscious of it. Dretske offers the example of consciously seeing two scenes that differ in some single way without one’s consciously noticing that they differ at all. Since one does not notice that the scenes differ, one also does not notice the difference between one’s conscious visual experiences of the scenes. But every part of the two experiences is presumably conscious. So, if one is not conscious of that part of the experiences in respect of which they differ, that part is a conscious experience of which one is not conscious (Dretske, 1995). But all that Dretske’s case shows is that one need not be conscious of that part as the part that makes a difference between the two experiences, not that one is not conscious of that part in some other way (Seager, 1999; Byrne, 1997; Rosenthal, 1999). It may well be that we are conscious of all our conscious experiences.

Conscious states presumably occur not just in humans, but in other animals as well. So perhaps conscious states occur even in animals whose mental functioning is too primitive to accommodate HOTs (Block, 1995a; Dretske, 1995; Byrne, 1997). Indeed, Carruthers (2000) actually argues that few if any nonhuman animals have HOTs. And he concludes that they lack conscious states, though many will resist that conclusion.

In any case, the reasons for thinking that few nonhuman animals have HOTs are not fully convincing. Carruthers (2000) argues that animals with HOTs would also have thoughts about the mental states of others. And he holds that having thoughts about the mental states of others would express itself in deceptive behavior, which he urges nonhuman animals do not engage in (cf. Povinelli, 1996). But it is arguable that many nonhuman animals do engage in deceptive behavior (Whiten, 1996; Whiten and Byrne, 1997). Nor, in any case, is it obvious that creatures would not have HOTs unless they had thoughts about the mental states of others (Ridge, 2001).

It might seem that nonhuman animals lack the conceptual resources needed to have HOTs. But HOTs do not require the elaborate conceptual apparatus characteristic of humans; they are simply thoughts that one is in states of particular types, states which we humans classify as mental.

At the same time, it is not obvious which nonhuman species do have mental states that are conscious. Though many such species plainly do sense and think, that does not show that their thinking and sensing are conscious; states can exhibit the characteristic causal roles of mental states without a creature’s being conscious of being in those states. Some way independent of human subjective impressions is needed to establish which species do have mental states that are conscious.

As noted above, it is one thing for a creature to be conscious and another for its mental states to be conscious. Still, it might seem that a creature cannot be conscious unless at least some of its mental states are conscious; whenever humans are awake, after all, they are in some conscious states. But this may not hold generally. For a creature to be conscious it must function in characteristic mental ways, but it can do that without its mental states being conscious.

It is natural to think that a mental state’s being conscious serves some useful function, such as enhancing the rationality of thinking and planning (Nelkin, 1996). But the function a mental state serves is a matter of its causal role, and the causal role a state has may well be largely unaffected by being accompanied by a HOT (Dretske, 1995).

Accompanying HOTs might, however, actually alter a state’s causal role, and a state together with a
HOT will in any case have a different combined role from the state without any HOT. Indeed, it has been argued that HOTs enable the correction of plans that result from first-order processing (Rolls, 1998).

There are also experimental findings that subjects sometimes perform tasks better when stimuli are consciously perceived than when perceived nonconsciously (Merikle and Daneman, 1998). Since the relevant tasks require conscious thought, the difference may be due to operation of HOTs in the conscious cases.

There is a compelling intuition that our conscious states constitute some kind of unity, and one might object that a theory on which mental states are conscious in virtue of many distinct HOTs cannot do justice to that intuition (Shoemaker, in press). But since the content of each HOT is that one is oneself, in some state, such reference to oneself will give rise to a conscious sense of unity (Rosenthal, in press c).

**QUALITATIVE CONSCIOUSNESS**

Perhaps the most important objection has to do with qualitative consciousness. It has been argued that HOTs cannot capture the enormous detail characteristic of conscious qualitative states (Byrne, 1997). And some have argued also that HOTs, which are nonqualitative, could not result in there being something it’s like for one to be in various qualitative states (Byrne, 1997; Siewert, 1998; Balog, 2000).

It is easy to exaggerate the qualitative detail we are conscious of at any moment. It is well known that Parafoveal vision yields scant detail. More dramatically, recent work on change blindness shows that we often fail consciously to notice significant changes in a scene we are attentively looking at (Grimes, 1996; Rensink, 2000; Simons, 2000), which suggests that our impression of great conscious qualitative detail is erroneous (Dennett, 1991). And HOTs could presumably capture the detail present in any relatively small area of a sensory field on which one consciously focused.

We do not have concepts for all the individual qualities we are conscious of, but we have concepts for the ways those qualities vary. So HOTs can represent individual qualities comparatively. This may explain why we can judge whether qualities are the same far better when they are all present than when we must rely on memory (Raffman 1995). And, though concepts may be ill suited to capture the way qualitative states represent things, we are typically conscious of the relevant qualities in a way that lends itself to conceptualized description.

It is important not to place excessive demands on an explanation of qualitative consciousness. Very likely no explanation will reveal a conceptual or rational connection between nonconscious resources and conscious qualities (Levine, 2001), but scientific explanation seldom does that. Nor should we expect to discover an introspectible connection between conscious qualities and nonconscious resources, since nothing that is not conscious is available to introspection.

In any event, there is reason to think that HOTs do figure in there being something it’s like to be in conscious qualitative states. We often come to be conscious of qualitative differences only when we come to have concepts fine-grained enough to draw those qualitative distinctions: for example as between similar musical instruments or tastes of wine. Such concepts would matter to how those experiences are conscious only if our thoughts about the experiences made a difference to how we are conscious of them (Rosenthal, in press a).

**THE SCIENCE OF CONSCIOUSNESS**

Although the foregoing arguments in support of the HOT hypothesis do not rely on empirical investigation, the hypothesis meshes fruitfully with scientific findings. Two examples already noted are change blindness and confabulated mental states. But there are others as well. As Weiskrantz (1997) has urged, a HOT model helps explain the phenomena of blindsight. Rolls (1998) argues for his linguistic version of the HOT hypothesis by appeal to different neural pathways that seem to subserve conscious and nonconscious stimulation. Dienes and Perner (2001) have appealed to the HOT model in distinguishing implicit from explicit knowledge and representation, and Dienes (in press) has applied the model in connection with implicit learning and subliminal perception.

The HOT model is particularly useful in explaining the finding by Libet (Libet, 1985) that the neural readiness potentials identified with subjects’ decisions occur measurably in advance of subjects’ awareness of these decisions, findings recently replicated and extended (Haggard and Eimer, 1999). It is natural to explain this result by supposing that the HOTs in virtue of which subjects become aware of their decisions occur measurably later than those decisions (Gomes, 1999; Rosenthal, in press d).

Frith and Frith (1999) report a number of studies in which functional brain imaging reveals neural activation in subjects who were asked to report.
their mental states. Strikingly, conscious monitoring of states results in activation of a single brain area, medial frontal cortex, even when the states monitored are as disparate as pain, tickles, emotions aroused by pictures, and spontaneous thoughts. This activation does not occur cortically where the monitored states occur; so a single, independent brain mechanism seems to subserve the monitoring that makes possible the reporting of mental states. Since reports of one’s mental states express one’s thoughts about those states, it is inviting to construe that activation as indicating the occurrence of HOTs.
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The representationalist theory of consciousness is the view that consciousness reduces to mental representation. This view comes in several variants which must explain introspective awareness of conscious mental states.

#### INTRODUCTION

Some mental states and processes are like something to their subjects; others are not. For instance, the states of seeing a stop sign, of hearing a screech, and of smelling gasoline are like something; as are the states of feeling fear, elation, or pain; as is the process of talking oneself through a problem. In contrast, states and processes that are not like anything to their subjects are accepted by both scientific and common sense psychology. Chomskian linguistic theories and Marrian theories of vision posit complex subpersonal operations, which make a difference to what one’s mind is like to one only by their effects; common sense recognizes states of believing and intending that persist through dreamless sleep. States and processes that are like something to their subjects are conscious; otherwise not.

Among conscious states, what they are like to their subjects can differ: what seeing a red thing is like is standardly different from what seeing a green thing is like; what both are like differs from what smelling gasoline is like. A state has a ‘phenomenal character’ just in case it is conscious, or like something to its subject; two states have the same phenomenal character just in case what one is like to its subject is the same as what the other is like to its subject.

Phenomenal characters pose special problems for a fully naturalistic theory of the mind, for it may seem baffling how these properties can arise ultimately from interactions of particles and fields, or from processes in the brain. Wittgenstein famously wondered how *this* – his then current headache – could be a brain state; such bafflement is a proper reaction to the great difference in the ways in which phenomenal characters present...